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raises questions about authorship and accountability: who
is responsible? If Al contributes, should they be credited
as authors? Are researchers accountable for Al-generated
content? If Al is involved in writing, this should be
disclosed to maintain transparency. Otherwise, there could
be concerns about misrepresentation or lack of rigor.

Another consequence is intellectual property: if Al
Keywords generates portions of a paper, who owns the rights to that
work? Frameworks for intellectual property were designed
for human creators, so these might be rethought. Many
journals require a written statement regarding Al use. Al use
in publishing could exacerbate inequality in research access,
leading to a divide between well-funded and less-funded
institutions. Global inequality in science sharpens: Al might

artificial intelligence, ethics, medical publishing

skew research toward countries with more technological
resources.

Al can be used to assist peer review. This challenges
peer review integrity: relying on Al could undermine

the integrity of human oversight. Al does not replace but
complements reviewers’ expertise. Al-driven tools might
lack the nuanced human understanding. Over-reliance on Al
could compromise publishing quality.

Conclusion: Al offers possibilities to speed up and to
improve scientific publishing, but it is essential to judge and
to address the ethical implications. This requires guidelines
and rules warranting an honest, transparent and integer
approach of publishing.
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Ethics and Al in publishing

Introduction

Book printing allowed for the mass distribution of scientific
ideas, kicking off the scientific revolution. Scientific journals
established formal peer review and standardized scientific
communication, accelerating the exchange of knowledge. The
internet exponentially increased access to research and fostered
global collaboration, making scientific progress faster and more
inclusive.

When OpenAl launched ChatGPT - a natural language
processing chatbot driven by generative Artificial Intelligence
(GenAl) - in November 2022 [1], it became the fastest-growing
consumer application in history, reaching 100 million active
users in just two months after its launch [2]. Al is now driving
the next wave of scientific progress, enabling faster analysis,
discovery, and innovation, and changing how research is
conducted and applied. There are definitely potential benefits
and challenges associated with the use of Al in scientific
writing [3]. As data generation increases, Al is employed to
handle the complex analysis required. Al enables the analysis
of enormous datasets from large scale experiments in ways that
were previously impossible. Al has been helping accelerate
discoveries by processing vast amounts of data at speeds far
beyond human capabilities. This is especially visible in rapidly
progressing fields like drug discovery and genomics e.g. Al-
driven tools like AlphaFold (predicting protein structures) have
revolutionized medicine, solving a problem that had stumped
scientists for decades. Al became a significant force in scientific
progress in the 2000s with the advent of machine learning and
deep learning technologies. Al has brought profound changes
to how research is conducted, from data analysis to hypothesis
generation.

Al and research

Al tools are increasingly automating many aspects of research
(e.g., in areas like hypothesis generation, experimental design,
and simulation). In medical research, Al is used not only

for analyzing patient data and predicting disease outcomes
but also for creating personalized treatment plans. Al can
identify potential drug candidates more quickly than traditional
methods. The COVID-19 pandemic spurred Al applications
for vaccine development, epidemiological modeling, and
diagnostics.

Researchers are leveraging Al to predict outcomes and

guide experiments, reducing the time needed for testing and
discovery.

Al - based tools are being used to assist in scientific writing,
generating reports, and proposing new research directions.
Integration of Al in science is driven by significant investment.
Research organizations/universities are building Al-focused
units to foster this growth. Venture capital is flowing into
Al-powered startups in science, aiming at tackling complex
problems and bringing innovations to market faster. In recent
years, the ethical aspects of Al in scientific publishing are an
important and emerging area of concern [4, 5, 6]. A balanced

eJIFCC2026Vol37Nolpp177-180

approach to integrating Al into the writing process is advocated
[3]. There are several key issues that need to be considered:

Al and authorship

First of all, authorship and accountability require attention:

Al tools are increasingly being used to assist in writing, data
analysis, and even generating papers [6]. This raises questions
about authorship and accountability: Who is responsible for the
research? If Al tools contribute significantly to the work, should
they be credited as authors? Should the human researchers be
held accountable for Al-generated content? Also, transparency
is of importance: if Al is involved in the analysis or writing of a
paper, this should be clearly disclosed to maintain transparency.
Otherwise, there could be concerns about misrepresentation

or lack of rigor. There is potential for Al-generated text to
resemble existing research too closely, leading to accusations
of plagiarism. It could also be difficult to detect Al-generated
work unless proper tools and safeguards are in place. Most
scientific journals still rely on the fact that good manuscript
reviewers can (still) detect stylistic differences between
paragraphs or text parts.

Intellectual property

Another consequence of the use of Al-generated content are the
complex intellectual property questions: A first aspect is the
ownership: if an Al system generates significant portions of a
paper or analysis, there are questions about who owns the rights
to that work - the developer of the Al, the user who directed it,
or others?

Al has an impact on traditional copyright systems: The existing
frameworks for intellectual property were designed with
human creators in mind, so these might need to be adapted or
rethought in light of AI’s role. Many journals require in 2025 a
written statement of authors and reviewers regarding the use of
AL [7].

In a recent survey [8] 78% of 78 medical journals provided
guidance on use of Al in peer review. Of these provided
guidance, 59% explicitly prohibit using Al, while 32 allow

its use if confidentiality is maintained and authorship rights
were respected. Internationally based medical journals are
more likely to permit limited use than journals’ editorial
located in the US or Europe, and mixed publishers had the
highest proportion of prohibition on Al use. Among the
journals that provided guidance, 91% prohibited uploading
manuscript-related content to Al, and 32% permitted restricted
use of Al that mandated reviewers disclose in review reports.
Regarding the mention of Al tools, 47% cite chatbots, and

27% mention large language models; 32 journals (41%) link

to the publisher’s website, which had preferences in Al use.
Seventeen journals (22%) also provide links to statements

from the International Committee of Medical Journal Editors
or World Association of Medical Editors that permit limited
use of Al, although 5 journals’ guidance contradict these
statements. The main reason for prohibiting or limited use of Al
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is confidentiality concerns (96%).

Funding of Al research

Furthermore, the use of Al in scientific publishing could
exacerbate inequality in access to research. Not all researchers,
particularly those from underfunded or underrepresented
backgrounds, may have access to the cutting - edge Al tools in
publishing. This could lead to a divide between well-funded
and less-funded research institutions. The global inequality in
science is sharpening Al’s influence on the publishing process
might skew research toward countries with more technological
resources, leaving other regions behind. Open Al models
(e.g., GPT-NeoX, BLOOM) could narrow the gap by allowing
researchers in developing regions to experiment with state-
of-the-art tools without major infrastructure investments. Al
can help with coding, data analysis, literature reviews, and
even experiment design -amplifying individual researchers’
productivity.

Effect on publishing practices

In some cases, Al could be abused to manipulate data or present
false conclusions, potentially leading to unethical publishing
practices. The proliferation of Al-generated papers has also
recently led to an increase in predatory publishing practices.
Researchers, particularly those from underfunded institutions,
may be exploited by publishers that accept low-quality Al-
generated manuscripts for a fee. This not only dilutes the
quality of scientific literature but also exacerbates inequalities
by providing a platform for substandard research [9].

Al and peer review

Al can be used to assist in the peer review process by
automating certain tasks like checking for plagiarism, errors,
or suggesting improvements. However, this also brings
challenges, for example peer review integrity: Relying on
Al for parts of the peer review process could undermine the
integrity of human oversight. It is essential that Al does not
replace but rather complements the expertise and judgment of
human manuscript reviewers. Al - driven tools may be fast,
but they might lack the nuanced understanding that human
reviewers bring to the process. Over - reliance on Al could
compromise the quality of modern scientific publishing.

Conclusion

In conclusion, although AI definitely offers many possibilities
to speed up and to improve scientific publishing, it becomes
essential to judge and to address the ethical implications. This
requires a collaboration between scientists, publishers, and
ethicists to develop appropriate guidelines and rules which
warrant an honest, transparent and integer approach of scientific
publishing [3, 4, 8, 9, 10]. According to the International
Association of Scientific, Technical and Medical Publishers
(STM), the use of Al tools can be allowed for basic author
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support such as refining, correcting, editing, and formatting
text and documents without disclosure, but disclosure
becomes necessary when the Al use goes beyond basic author
support [11]. The ETHICAL framework, a set of principles has
been designed to guide the responsible use of generative Al

in scientific research. It emphasizes the importance of ethical
considerations such as transparency, accountability, and the
mitigation of bias in Al - generated content. [12]. There is an
urgent need for scientists to upskill in Al and modern data
science to fully utilize the potential of these new tools.
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